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user embeddings
in a vector space

Representation Learning on graphs aims to learn useful 
vector representations of nodes (e.g., words, users) in a 
graph-structured data.
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users 
in a social network
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Most existing methods can be generalized as follows:
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Underlying true structure Estimation with model

Geewook Kim, Akifumi Okuno, Kazuki Fukui and Hidetoshi Shimodaira. “Representation Learning with Weighted Inner Product for Universal Approximation of General Similarities.”



4

To be more specific...
Geewook Kim, Akifumi Okuno, Kazuki Fukui and Hidetoshi Shimodaira. “Representation Learning with Weighted Inner Product for Universal Approximation of General Similarities.”



Many methods are based on Inner-Product Similarity 
(IPS). Why?
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IPS (NN + Inner-Product) can express arbitrary positive definite 
(PD) kernels (similarities) [OHS, ICML18]
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That is, IPS can approximate any                              whose 
eigenvalues are all positive.
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Many methods are based on Inner-Product Similarity 
(IPS). Why?

IPS (NN + Inner-Product) can express arbitrary positive definite 
(PD) kernels (similarities) [OHS, ICML18]



The underlying true structure
may not PD.

Is PD enough? Probably not 😅 
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Estimation with model
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Use different similarity models
Geewook Kim, Akifumi Okuno, Kazuki Fukui and Hidetoshi Shimodaira. “Representation Learning with Weighted Inner Product for Universal Approximation of General Similarities.”

Estimation with 
appropriate model.

The underlying true structure
may not PD.



Use different similarity models

9👆The image is from Figure 1-(b) in Maximillian Nickel and Douwe Kiela, “Poincaré Embeddings for Learning Hierarchical 
Representations.” NIPS, 2017. 
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For example,

Poincare distance is used in Poincare embedding to 
embed tree-like data. [NK, NIPS17]



Then, similarity model selection is a problem 🤔
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(Option 1) Inner-Product Similarity, (Option 2) Negative Poincare 
Distance, (Option 3) Cosine Similarity, … so many!!! 😵

Geewook Kim, Akifumi Okuno, Kazuki Fukui and Hidetoshi Shimodaira. “Representation Learning with Weighted Inner Product for Universal Approximation of General Similarities.”

We need to set
appropriate model.

We don’t know the 
underlying true structure



The model can approximate a range of     
by virtue of its expressive approximation capability

Solution :
Highly expressive similarity models that goes beyond 
PD-ness [OKS, AISTATS19]
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That is,
👌
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Shifted Inner-Product Similarity (SIPS)

SIPS can express arbitrary conditionally positive definite (CPD) 
kernels [OKS, AISTATS19]
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Shifted Inner-Product Similarity (SIPS)

SIPS can express arbitrary conditionally positive definite (CPD) 
kernels [OKS, AISTATS19]
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SIPS can express any CPD similarities, and negative 
poincare distance is one of CPD.

👆The image is from Figure 1 in Akifumi Okuno, Geewook Kim, and Hidetoshi Shimodaira. “Graph Embedding with Shifted Inner 
Product Similarity and Its Improved Approximation Capability.” AISTATS, 2019. 
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Inner-Product Difference Similarity (IPDS)

IPDS can express general similarities (that include PD, Negative 
Definite and Indefinite Kernels) [OKS, AISTATS19]
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First motivation of this work : 
IPDS has not been experimentally examined yet.
Let’s try IPDS on a range of applications!
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… Wait🤔 what dimensionality ratio       should we set?
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In preliminary experiments, we found the ratio in IPDS is 
important and difficult to tune properly.
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First motivation of this work : 
IPDS has not been experimentally examined yet.
Let’s try IPDS on a range of applications!



Our proposal : A small modification to IPDS.
Weighted Inner-Product Similarity (WIPS)
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WIPS approximates arbitrary general similarities while 
it cuts out the need of tuning the dimensionality 
parameters in IPDS.
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WIPS approximates arbitrary general similarities while 
it cuts out the need of tuning the dimensionality 
parameters in IPDS.
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That is, simply speaking, WIPS can approximate any                              
without any condition on the eigenvalues.

👌



So far, we’ve seen many similarity models.

Using real-world datasets, we aim to assess the 
approximation ability of the similarity models as well as 
the effectiveness of the learned feature vectors.
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Experiments - datasets
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3 graph-structured datasets are used. 

node : webpage,
attr. : 1703 dim. 
bag-of-words

edge : hyperlink relation

877 nodes and 1480 links 41328 nodes and 210320 links 37623 nodes and 312885 links

node : word,
attr. : 300 dim. pretrained 
Google’s word embedding

edge : hyponymy-hypernymy 
relation

animal

mammal reptile

cat dog

Geewook Kim, Akifumi Okuno, Kazuki Fukui and Hidetoshi Shimodaira. “Representation Learning with Weighted Inner Product for Universal Approximation of General Similarities.”

Hypertext Network Co-authorship Network Taxonomy Tree

node : author,
attr. : 43 dim. 
data vector 

edge : co-author relation

Each webpage has 
A. semantic label in {Student, Faculty, Staff, Course, Project}
B. university label in {Cornell, Texas, Washington, Wisconsin}



Graph Reconstruction
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At training, assume that all nodes and links are visible. Use all data to 
train the model (    and    ).

Then, at evaluation,

Embed all nodes

Predict (reconstruct) all links

1

3

2 4

5 6

ROC-AUC for prediction errors are calculated ▶
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Link Prediction
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At training, assume that some nodes (and its links) are invisible. 
Use only observed sub-graph to train the model (    and    ).

Then, at evaluation,
 

Embed all nodes Predict (reconstruct) all 
unobserved links

1

3

2

1

3

2 4

5 6

invisible
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Embed all nodes

Predict (reconstruct) all 
unobserved links

ROC-AUC for prediction errors are calculated ▶

1

3

2 4

5 6
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Link Prediction
At training, assume that some nodes (and its links) are invisible. 
Use only observed sub-graph to train the model (    and    ).

Then, at evaluation,
 



Hypertext Classification
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Each webpage in Hypertext Network has 
A. semantic label      {Student, Faculty, Staff, Course, Project}
B. university label     {Cornell, Texas, Washington, Wisconsin}

test set (invisible) is used for evaluation

train set (observed) is used to train the embedder and classifiers
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Visualization of Hypertext Network
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The hypertexts are colored by its semantic labels (upper) for Student 
(navy) and Course (pink), and also university labels (lower) for Cornell (red), 
Texas (orange), Washington (green) and Wisconsin (blue). 

Both class labels are clearly identified with IPDS and WIPS, whereas they 
become obscure in the other embeddings.
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Word Similarity
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The similarity models are applied to Word2vec [MSCCD, NIPS13] to learn word 
embeddings. 

The embeddings are evaluated by Spearman’s rank correlation with 4 human 
annotated word similarity datasets.
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Summary
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Contact info : Geewook Kim (geewook@sys.i.kyoto-u.ac.jp)
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