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Representation Learning on graphs aims to learn useful
vector representations of nodes (e.g., words, users) in a

graph-structured data.
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Most existing methods can be generalized as follows:

S11 S12 - Sin h(1,1;0) h(1,2;0) --- h(l,n;0)
. approx. )
S$21 S22 T S2n ~ h’(2) 179) h’(272a 0) e h(2,n; 9)
: . . . s . . . .
3,,;1 Sp2  ***  Snn h(n,1;0) h(n,2;0) --- h(n,n;0)
Data Similarity matrix S Similarity model h(z, j;0)
Underlying true structure Estimation with model
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To be more specific...

$11 S12 -+ Sin h(1,1;0) h(1,2;6) --- h(1l,n;0)
) approx. )
S21 S22 T San ~ h’(2) 179) h’(272a 0) k. h’(2’n; 9)
s : " - :
Snl Sn2 ' Snn h(n,1;0) h(n,2;0) --- h(n,n;0)
Data Similarity matrix S Similarity model h(z, j;0)

E(s45i,5) = exp(h(4, j; ),
h(i, j;0) = g(Ffo(xi), fo(x;)),
g(y'w yg) = <yi7yj>7
where x; € X is a data vector (or attribute),
Yy, := fo(x;) € Y is a feature vector (or embedding),
fo: X — Y is a embedder (typically, NN is used),
g:Y? — Ris a similarity function. ‘
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Many methods are based on Inner-Product Similarity
(IPS). Why?

h(i,j;0) = g(fo(xi), fo(x;)),
9V ;) = Y Yj)

IPS (NN + Inner-Product) can express arbitrary positive definite
(PD) kernels (similarities) [OHS, IcCML18]

Definition 1 (Positive definite kernel). A symmetric func-
tion h : X? — TR is said to be positive- deﬁnite (PD) if
S 123 , cicih(x;, z;) > 0 for any {x;}7~; C X and
{ci}?; C R. This definition of PD includes positive semi-
deﬁmte Note that h is called negative definite when —h is
positive definite.
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Many methods are based on Inner-Product Similarity
(IPS). Why?

h(i,j;0) = g(fe(xi), fo(x))),
g(yiayj) — <yz'7yj>7

IPS (NN + Inner-Product) can express arbitrary positive definite
(PD) kernels (similarities) [OHS, IcCML18]

That is, IPS can approximate any Similarity matrix S whose
eigenvalues are all positive.

S11 8192 WES S1in h(1,1;0) h(1,2;9) h(l,n;e)
. approx. .
S21 S22 . Son ~ h(2, 1,9) h(2,2,0) . h(2,n; 0)
S . : | : . . :
Snl1  Spn2 Snn h(n, 1; 0) h(na 2; 0) U h(na n; 0)

Similarity matrix S Similarity model h(7, j;0) 6
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Is PD enough? Probably not &
/'\

$11 S12 -+ Sin h(1,1;0) h(1,2;0) --- h(1,n;0)
approx. .
S21 S22 S2n ~ h’(2) 179) h’(272a 0) e h(2,n; 9)
Sn1 Sn2 " Snn h’(na 1 0) h’(na 2; 0) T h’(n7 n; 0)
Data Similarity matrix S Similarity model h(z, j;0)

The underlying true structure S Estimation with model
may not PD.
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Use different similarity models

N

S11 Si9: ®EH S1in h(1,1,0) h(1,2,0) h(l,n, 0)
. approx. .
S21 S22 S San ~ h’(2’ 170) h’(272a 0) k. h(2,n; 9)
. . . . s . . . .
Sn1 Sn2 *°°  Snn h’(na 1 0) h’(na 2; 0) e h’(n7 n; 9)
Data Similarity matrix S Similarity model h(z, j;0)

The underlying true structure S Estimation with
may not PD. appropriate model.
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Use different similarity models

For example,

Poincare distance is used in Poincare embedding to
embed tree like data. Nk, NIPs17]

h(i,j;0) = g(fe(x:), Folx})),
ly; — y;ll°

(T =yl = lly;l12)

)7

9(y;y;) = —arcosh(1 + 2

where ||y;||* < 1, Vi.

(b) Embedding of a tree in B>

The image is from Figure 1-(b) in Maximillian Nickel and Douwe Kiela, “Poincaré Embeddings for Learning Hierarchical 9
Representations.” NIPS, 2017.
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Then, similarity model selection is a problem (£
f\ $11 S12 -+ Sin h(1,1;0) h(1,2;0) --- h(1,n;0)
o1 san o san | e, | B(2,1:0) Rh(2,2;0) . h(2,m;0)
A . : s : :
Sn1 Sn2 *°°  Snn h’(na 1; 0) h’(n: 2; 0) T h’(n7 n; 0)
Data Similarity matrix S Similarity model h(z, j;0)
We don’t know the We need to set
underlying true structure appropriate model.

(Option 1) Inner-Product Similarity, (Option 2) Negative Poincare
Distance, (Option 3) Cosine Similarity, *- so many!!! &2

10
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Solution :
Highly expressive similarity models that goes beyond
PD-ness [oks, AISTATS19]

That iIs,

$11 S12 -+ Sin h(1,1;0) h(1,2;0) --- h(1l,n;0)
g approx .
S21 S22 S2n ~ h’(2) 170) h’(272a 0) e h(2,n; 9)
: : - : e t. :
Sn1 Sn2 *°°  Snn h’(na 1 0) h’(n7 2; 0) T h’(n7 n; 9)
Data Similarity matrix S Similarity model h(z, j;0)

*

The model can approximate a range of S
by virtue of its expressive approximation capability 11
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Shifted Inner-Product Similarity (SIPS)

hSIPS(i7j§ 9) — 9((}0(5372)’ ue(wi»? (}O(wj)v UQ(:I:]'))),
= (fo(x:), Fo(;)) + uo(w;) + uo(z;).

» SIPS can express arbitrary conditionally positive definite (CPD)
kernels [OKs, AISTATS19]

Definition 2 (Conditionally positive definite kernel). A
symmetric function h : X% — R is said to be condition-
ally PD (CPD) if > ;" > 75 cicjh(zi,x;) > 0 for any

{;}" , C X and {¢;}" ; C Rsatisfying >_;" ; ¢; = 0.

12
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Shifted Inner-Product Similarity (SIPS)

hSIPS(i7j5 9) — 9((}9(%), 'U;Q(wi)), (}G(wj)v ’U,g(:lij))),
= (fo(x:), Fo(;)) + uo(w;) + uo(z;).

» SIPS can express arbitrary conditionally positive definite (CPD)
kernels [OKs, AISTATS19]

— CPD similarities SIPS
Negative Poincare distance, ...
PD similarities IPS
Cosine sim., Gauss kernel, ...

13
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SIPS can express any CPD similarities, and negative
poincare distance is one of CPD.

~

(_hsnvs(i,j;@):g(( o(xi), us(@:)), (Fo(@s), us(;))),
= (Folw:). Fol;)) +uo(@:) +ug(x;).

h(i, j; 0) = g(fo(i), Fo(x;)),
lys — usll°

(T = Nly:ll?) (@ = lly;11?)

9(y;,y;) = —arcosh(1 + 2 ),

where ||y;||? < 1, Vi.
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The image is from Figure 1 in Akifumi Okuno, Geewook Kim, and Hidetoshi Shimodaira. “Graph Embedding with Shifted Inner
Product Similarity and Its Improved Approximation Capability.” AISTATS, 2019. 14
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Inner-Product Difference Similarity (IPDS)

hipps (i, J; 0) = 9((f;(513i)7 fo (xi)), (f;(wj)a f(;(a’j)))a
= (fg (i), f4 (7)) — (g (x:), fo ()

» IPDS can express general similarities (that include PD, Negative
Definite and Indefinite Kernels) [0OKsS, AISTATS19]

Definition 3 (Indefinite kernel). A symmetric function A :
X? — R is said to be indefinite if neither of h nor —h is posi-
tive definite. We only consider h which satisfies the condition

h1 = hg + h is PD for some PD kernel hs,

so that h can be decomposed as h = h; — ho with two PD
kernels k1 and hy [Ong et al., 2004, Proposition 7].

— General similarities
Negative Jeffrey’s divergence, ...

CPD similarities

Negative Poincare distance, ...

PD similarities
Cosine sim., Gauss kernel, ...

v

A |PDS and WIPS (Proposed)

SIPS

IPS

15
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First motivation of this work :
IPDS has not been experimentally examined yet.
Let’s try IPDS on a range of applications!

16
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First motivation of this work :
IPDS has not been experimentally examined yet.
Let’s try IPDS on a range of applications!

-+ Wait(®) what dimensionality ratioz-; should we set?

hipps(i,7;0) = (g (i), F4 (x5)) — (fo (®i), fq (x5))
K —q q

In preliminary experiments, we found the ratio in IPDS is
important and difficult to tune properly.

17
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Our proposal : A small modification to IPDS.
Weighted Inner-Product Similarity (WIPS)

hwips(i,7;0,A) = ga(fo(xs), fo(x;)),
g)x(yz'?yj) = <yi7yj>>\ _l

Definition 4 (Weighted inner product). For two vectors
Yy = (y17y27-' . 7yK)7 y, — (yllay/27 .o 7y/K) € RK,
weighted inner product (WIP) equipped with the weight vec-
tor A = (A1, Aa, ..., Ax) € R¥ is defined as

K
(Y, ¥ ) = Z AkYrYr-
k=1

The weights {\x}+_, may take both positive and negative
values in our setting; thus, WIP is an indefinite inner prod-
uct [Bottcher and Lancaster, 1996]. 18
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WIPS approximates arbitrary general similarities while
It cuts out the need of tuning the dimensionality
parameters in IPDS.

hWIPS(Z ]76 )‘) <f0(mZ)7f0(mJ)>>\
hipps (i, 73 0) = (f (x:), o () — (fq (®:), fq (z)))
hsips (i, 5;0) = (Fo(Ts), Fo(x;)) + ue(xi) + ue(x;)
hips(4,7;0) = (fo(x:), fo(x;))
WIPS A fo
IPS 1k i fo
SIPS  (1x+41,—1) (fo(x),ue(x),1,ue(x) —1)
IPDS  (1x—g, —14) (fo (), fo ()

Table 1: WIPS expresses the other models by specifying A and fo. "
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WIPS approximates arbitrary general similarities while
It cuts out the need of tuning the dimensionality
parameters in IPDS.

hwips(2,7;0,A) = (Fo(x:), Fo(T;))a

That is, simply speaking, WIPS can approximate any Similarity matrix S
without any condition on the eigenvalues.

S11 S12 S1n h(1,1;0) h(1,2;9) h(l,n;e)
. approx. .
S21 S22 . Son ~ h(2, 1,9) h(2,2,0) . h(2,n; 0)
. . . . St . . c. .
Snl Sn2 °°  Snn h(n, 1; 0) h(na 2; 0) o h(na n; 0)
Similarity matrix S Similarity model h(7, j;0)

20
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So far, we've seen many similarity models.

— General similarities A |PDS and WIPS (Proposed)
Negative Jeffrey’s divergence, ...

— CPD similarities SIPS
Negative Poincare distance, ...
PD similarities IPS

Cosine sim., Gauss kernel, ... ‘

Using real-world datasets, we aim to assess the
approximation ability of the similarity models as well as
the effectiveness of the learned feature vectors.

21
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Experiments - datasets

3 graph-structured datasets are used.

Hypertext Network
877 nodes and 1480 links

node : webpage,
attr. : 1703 dim.
bag-of-words

edge : hyperlink relation

Each webpage has
A. semantic label in {Student, Faculty, Staff, Course, Project}
B. university label in {Cornell, Texas, Washington, Wisconsin}

Co-authorship Network
41328 nodes and 210320 links

node : author,
attr. : 43 dim.
data vector

-~
. \“&

edge : co-author relation

Taxonomy Tree
37623 nodes and 312885 links

node : word,
attr. : 300 dim. pretrained
Google’s word embedding

animal

mammal reptile

cat dog
edge : hyponymy-hypernymy
relation

22
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Graph Reconstruction

At training, assume that all nodes and links are visible. Use all data to
train the model (fgand gx).

Reconstruction
Then, at evaluation, 10 50 100
- IPS 91.99 9423 94.24
T To T4 Embed all nodes § Poincaré 94.09 94.13 94.11
fo:X Y g SIPS 95.11 95.12 95.12
o Tx T = IPDS 95.12 95.12 95.12
3 D v, Y WIPS 9511 9512 95.12
Y1 Y . IPS 8501 86.02 85.80
Ys Ys £ Poincaré 86.84 8669 86.72
> Z  SIPS 90.01 91.35 91.06
(1) (4) ' 2 IPDS  90.3 91.68 91.59
‘ Y25 R O WIPS 9050 9244 92.95

IPS 7995 75.80 74.97
Poincaré 91.69 89.10 88.97
SIPS 98.78 99.75 99.77
IPDS 99.65 99.89 99.90
WIPS 99.64 99.85 99.87 28

Predict (reconstruct) all links

Taxonomy

ROC-AUC for prediction errors are calculated p
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Link Prediction

At training, assume that some nodes (and its links) are invisible.
Use only observed sub-graph to train the model (fgand ga).

/. invisible
m / \

'/'/ ;.\ # Y1 ‘
T3 .‘Ts Bt dp2 Ys

et fo: Xy ™ P> 2o R
Then, at evaluation,

T 1) T4 Yo Ys @
- Y1 -

. " 3
| Sl
fo: X—)Y oY eR
Embed all nodes Predict (reconstruct) all

unobserved links o4
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Link Prediction

At training, assume that some nodes (and its links) are invisible.
Use only observed sub-graph to train the model (fgand ga).

Th t luati Link prediction
en, at evaluation, B
Ty T2 x4 Embed all nodes o IPS 7173 77.62 71.16
X =Y @ Poincaré 8221 79.64 79.48
T2 s 26 oy’ 5 SIPS 82.01 81.84 81.13
] vy Y S IPDS 8259 8275 82.19
Y, =  WIPS 8238 82.68 82.93
ys Ys Ys . IPS 83.83 84.41 84.02
! £ Poincaré 85.82 8592 85.93

i

@ @ S SIPS 8824 88.60 88.67
gx: 2 R & DS 88.42 88.97 88.85

WIPS 88.16 89.43 89.40

(5~

IPS 67.25 6571 65.38
Predict (reconstruct) all Poincaré  83.04 79.52 78.97
SIPS 9042 92.12  92.09

unobserved links
ROC-AUC for prediction errors are calculated p

IPDS 95.99 96.37 96.41

WIPS 95.07 96.36 96.51 2°

Taxonomy
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Hypertext Classification

Each webpage in Hypertext Network has
A. semantic label € {Student, Faculty, Staff, Course, Project}
B. university label € {Cornell, Texas, Washington, Wisconsin}

train set (observed) is used to train the embedder and classifiers

.
. — -
- -
— -
—
. -

test set (invisible) is used for evaluation

IPS  Poincaré Hyperbolic SIPS IPDS WIPS

A 5608  46.19 47.22 69.09 71.70 73.35
B 9159  30.17 93.12 93.81 93.81 96.31 26
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Visualization of Hypertext Network

o IPS Hyperbolic SIPS IPDS WIPS
@ 2% ¥. .. en . e
: - U R s
i - ATt LR Sy R b
g T ey T - o ar R FE EUA T A
* d - 5 5 ALY
. I d . rJ D - . o
= L - S o™ 'l o A - ._‘ 3-_".A!_.-.
z o = . W D ."i:'-::*-‘"
n
@ 2 ¥ o e
TRt
- S > @ L e T AR
.a &"\ o 4r .T;{"J_’i’:;..' _.L..,:- :f’-‘:l.-r,.
g ~ e » L RN
.2 F -~ v K ., o ;:_‘ ‘-'4
2 e, E,"; LG :."3;3_"-
- ;
- ¥ :

The hypertexts are colored by its semantic labels (upper) for Student
(navy) and Course (pink), and also university labels (lower) for Cornell (red),
Texas (orange), Washington (green) and Wisconsin (blue).

Both class labels are clearly identified with IPDS and WIPS, whereas they
become obscure in the other embeddings.
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Word Similarity

The similarity models are applied to Word2vec [MSCCD, NIPS13] to learn word
embeddings.

The embeddings are evaluated by Spearman’s rank correlation with 4 human
annotated word similarity datasets.

SimLex YP WSSIM WSREL

10 100 10 100 10 100 10 100
IPS 13.6 236 175 373 460 73.8 423 69.8
SIPS 17.1 31.1 249 480 559 770 498 71.2
IPDS 169 313 257 489 562 768 499 714
WIPS 19.2 314 272 490 57.0 78.0 487 715

SG(K2) 15.6 27.5 990 238 207 69.1 289 67.0
SG*(K/2) 17.0 27.8 182 364 433 757 271 652
SG 18.6 309 14.1 310 461 715 464 68.7
SG* 209 313 273 393 563 754 397 67.1
HSG 193 258 235 396 529 682 361 58.2

28
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Summary

hwips (2,750, ) = (
hipps (i, 5; 60) = (
hstps (7,75 0) = (

hips(2,7;0) = (fo

— General similarities A |PDS and WIPS (Proposed)
Negative Jeffrey’s divergence, ...

— CPD similarities SIPS
Negative Poincare distance, ...

PD similarities IPS
Cosine sim., Gauss kernel, ...

v

Contact info : Geewook Kim (geewook@sys.i.kyoto-u.ac.jp)
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