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ABSTRACT

Summary: CONSEL is a program to assess the confi-
dence of the tree selection by giving the p-values for the
trees. The main thrust of the program is to calculate the
p-value of the Approximately Unbiased (AU) test using
the multi-scale bootstrap technique. This p-value is less
biased than the other conventional p-values such as
the Bootstrap Probability (BP), the Kishino—Hasegawa
(KH) test, the Shimodaira—Hasegawa (SH) test, and the
Weighted Shimodaira—Hasegawa (WSH) test. CONSEL
calculates all these p-values from the output of the
phylogeny program packages such as Molphy, PAML, and
PAUP*. Furthermore, CONSEL is applicable to a wide
class of problems where the BPs are available.
Availability: The programs are written in C language. The
source code for Unix and the executable binary for DOS
are found at http://www.ism.ac.jp/~shimo/

Contact: shimo@ism.ac.jp

The program CONSEL consists of two parts. The first part,
makermt, reads the matrix of the site-wise log-likelihoods
of the candidate trees; the size of the matrix is the number
of candidates trees by the sequence length. This matrix is
produced by the phylogeny program packages based on
the maximum likelihood method (Felsenstein, 1981) such
as Molphy (Adachi and Hasegawa, 1996), PAML (Yang,
1997), and PAUP* (Swofford, 1998). Note however that
CONSEL is applicable to the other criteria such as the
parsimony, the minimum evolution, or the least squares
if makermt is replaced by a user program as described
later. Once the matrix is read, makermt generates the
bootstrap replicates of the log-likelihoods using the RELL
resampling method of Kishino et al. (1990) which avoids
time-consuming recalculation of the maximum likelihood
estimate of the tree parameters, e.g. the edge lengths, for
the large number of replicates. The approximation is often
accurate enough for the phylogeny analysis as indicated
in the simulation of Hasegawa and Kishino (1994) or
in Lemma 1 of Shimodaira (2001a), since the sequence
length is very large these days.

The second part of the program, consel, reads the

bootstrap replicates of the log-likelihoods generated by
makermt. It calculates several p-values for the candidate
trees; the Bootstrap Probability (BP) (Felsenstein, 1985),
the Kishino—Hasegawa (KH) test (Kishino and Hasegawa,
1989), the Shimodaira—Hasegawa (SH) test (Shimodaira
and Hasegawa, 1999; Goldman et al., 2000), the Weighted
Shimodaira—Hasegawa (WSH) test (Shimodaira, 1993,
1998; Shimodaira and Hasegawa, 1999; Buckley et al.,
2001), and the Approximately Unbiased (AU) test (Shi-
modaira, 2000, 2001b). The difference in these p-values
reflects the assumption on the extent of the selection bias
as explained in Shimodaira (2001b). Once you decide
which p-value to take, then the confidence set of trees
is obtained by collecting the trees with the p-values not
smaller than the significance level, say 0.05.

The AU test has been developed recently for general
hypothesis testing of regions in the attempt to reduce the
bias of the tests (Shimodaira, 2000, 2001b). This test is
based on the same theory as that of Efron e al. (1996),
but the new method comes with higher order accuracy yet
with simpler implementation. The theory behind the AU
test (Efron, 1985; Efron and Tibshirani, 1998) assumes the
smoothness of the boundaries of the hypothesis regions;
The singularity of the selection problem leads to the poor
performance of the AU test as seen in the special cases, but
the AU test works fine in most of the cases. When the AU
test breaks down, the SH test and the WSH test are to be
used safely. A self-diagnostic statistic is available for the
AU test to detect the breakdown of the asymptotic theory.

The p-value of the AU test for a specific tree, or a
hypothesis in general, is calculated from the multi-scale
bootstrap. This is an idea very similar to the complete-and-
partial bootstrap technique of Zharkikh and Li (1995). We
generate K sets of bootstrap replicates with the sample
sizes (i.e. the sequence lengths) Nj,..., Ng, and the
numbers of replicates By, ..., Bg. For k = 1,..., K,
the kth set of the replicates is obtained by the usual non-
parametric bootstrap resampling, but N; may differ from
the sample size N of the original data. For example, K =
10, Ni/N = 0.5, No/N = 0.6,...,K, Njo/N = 14,
Bi = ... = Bjp = 10000. Then, we count the number of
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times that the tree is selected in each set of the replicates.
These counts are denoted Cy, ..., Ck. The BPs of the tree

for the sequence lengths Ny, ..., Nx are now
Cy Cg
B Bx

The p-values is calculated from the change in the Cy /By
along the change of Ny/N. The recipe is described in
Shimodaira (2000, 2001b).

consel accepts three types of input file for the AU test:

e The rmt file contains the bootstrap replicates of the
log-likelihoods generated by makermt. The multi-
scale bootstrap of K > 2 is required for the AU test,
and K > 3 is required for detecting the breakdown of
the theory.

e The rep file contains the bootstrap replicates of the
test statistics. The test statistic for tree-i is 7; =
max{Yy,...,Yi—1, Yit1,..., Yy} — Yi, where Y; is
the log-likelihood of tree-i and M is the number of
the candidate trees. The region defined by 7; < 0
corresponds to the hypothesis that tree-i is the best.
Not only the p-values, but consel also calculates the
confidence limits of the parameter corresponding to 7;.
The rep file is produced internally in consel from the
rmt file.

e The cnt file contains the counts Cy, ..., Cg for all the
candidate trees; K x M matrix. The other information
such as Ny/N,...,Nx/N and By,..., Bg is also
included. The cnt file is produced internally in
consel from the rep file.

We can use consel for a selection problem with the
criteria other than the likelihood by preparing the rmt file;
it is left for the users to write a program for generating the
bootstrap replicates of the appropriate statistics though.
Not only the AU test, but also the other p-values are
calculated from the rmt file. We can also use consel for
the test of any regions by preparing the rep file. If the
test statistic is not available, we only have to prepare the
cnt file; the multi-scale BPs for the hypotheses of interest.
Only the p-value for the AU test is calculated from the rep
file or the cnt file. The generality of the input file makes
the consel applicable to a wide class of problems where
the BPs are available.
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