
Takeshi Kamimura¹ Hidetoshi Shimodaira¹
kamimur1@is.titech.ac.jp shimo@is.titech.ac.jp

¹ Department of Mathematical and Computing Sciences, Tokyo Institute of Technology,
  Ookayama, Meguro, Tokyo 152-8552, Japan

One of the purposes of microarray analysis is to estimate the relationships 
among genes. However, the estimation is often susceptible by statistical 
sampling error, and thus the result is obtained only by chance without reflect-
ing the true hypothesis. Therefore, it is necessary to evaluate the reliability of
hypothesis obtained as the result of analysis.
    In this study, we present the program¹, which is written in R language, to 
assess the confidence of the gene network based on graphical Gaussian
model by giving the p-value for the edges connecting genes. The main thrust
of the program is to calculate the p-value of Approximately Unbiased (AU) test
using the multiscale bootstrap resampling [4,5,6]. This method was developed
recently to improve the accuracy of the bootstrap probability, and has been 
used widely in phylogenetic analysis.²

We measure the intensity of the edge by the bootstrap and multiscale boot-
strap method. In the multiscale bootstrap method, we generate replicates 
                                       for several      values from the original gene ex-
pression data                                    . In other words, we alter the number of
arrays from     to      in the bootstrap replication. We will take      values with
                                                                                   in the example shown
later. We call                        scale.   
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Bootstrap method Multiscale bootstrap method

・ The bootstrap edge intensity 
   can be written as              .

・ We calculate               with several    values by
   altering         .

Estimated gene network

Matrix of the multiscale boot-
      strap edge intensities

・ We applied the pro-
gram to S.cervisiae
gene expression data.

・ We focused on 9 
genes, which are 
involved or puta-
tively involved in 
the heat shock
response.    

・ We took B =10,000.
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Graphical Gaussian 
model assumes multi-
variate normal distri-
bution for observed data
and measure conditional
independence relation-
ships between two 
random variables based
on partial correlation co-
efficient.
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The estimated network captured
the dependence of HSF1 and
SSA1, and SSA1 and SSA3,
which is reported in [2, 3].

In our program, once you select the
microarray data to analyze and give
the number of replicates, all the multi-
scale bootstrap edge intensities in the
network are calculated automatically.

・ We estimate       and       by fitting the theoretical
   curve                                                     to the
   observed               values calculated by the multi-
   scale bootstrap method.

The bootstrap edge intensity

Step1: Generate the bootstrap replicate        .
Step2: Estimate the gene network from        .
Step3: Iterate Step1 and Step2 B times. 
            Then we obtain B gene networks.
Step4: If the edges                           exsist
                    times in the B networks, we de-
            fine the bootstrap edge intensity bet-
            ween           and           ,               , as
                         .             

・ We take              . 

The very accurate edge intensity is expressed
as                                                .
 : signed distance
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: distribution function of standard normal
  distribution
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¹ We developed a program for the analysis as an add-on package for a statistical package R. It will be available at our website [8].
² This work is supported in part at Grant-in-Aid for Young Scientists (A) KAKENHI-14702061 from MEXT of Japan.
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The data space divided by
the resulting gene network

: sample data
: center of the probability distribution

The estimation is obtained because of
random noise and does not correctly
reflect the truth.


